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Abstract

The question of whether study results are significant, relevant and meaningful is the one to be answered before every study summary and
presenting conclusions. This paper analyzes and juxtaposes currently used methods to assess statistical significance, effect size, and highlights the
value of understating and assessing biological relevance. Many opinions of experts in various fields are cited to demonstrate the ambiguity of merely
p-value usage. The answer to the question of the best approach is complex and a 3-step approach is suggested taking into consideration

a. Statistical assessment of differences between groups
b. Effect analysis and

c. Biological relevance assessment.

The paper emphasizes the need to take into account more than just statistical significance in the decision process, or decisions on accepting
or rejecting hypotheses. p-values or any other statistical tool is not recommended as the main criterion for decision making. Furthermore, none of
the above mentioned 3 steps should be used in isolation to assess the results. Moreover, there is a need for publication of negative results unless
directly caused by poor design or low sample size because the current tendency to focus entirely on positive results biases the literature and leads

to unnecessary replication of experiment.
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Minireview

The question of whether the effect of a xenobiotic on a living
organism can take place usually requires a complex statistical
evaluation. The question is asked from the perspective of
pharmacometric analysis, toxicological studies, and analyzes
of the level of impurities or xenobiotics residues in relation
to human or animal safety. The final assessment related to
confirmation of expected effects (hazard, curative value, toxicity,
etc.) must be preceded by statistical analysis. For some studies,
e.g, bioequivalence analysis, population analysis, etc. strictly
defined methods of data analysis are recommended [1-3]. However,

there are many settings in which guidance will and cannot be
that comprehensive to explain how to interpret the clinical or
biological relevance of findings beyond statistical evaluation. For
most scientific studies that perform comparative analyses between
groups, the ways in which data should be analyzed are not as

accurately described.

It is however worth mentioning that some statistical
associations have developed guidance and decision trees [4]. There
is still a lot of discussion about the weaknesses in the assessment of

biological effects based only on statistical analysis. So far, however,
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it has not been possible to harmonize and define a unified approach
to such a process [5-11] that would allow systematic assessment
of relevancy of biological effects. The aim of the presented work is
to propose a systematic approach to the assessment of different
biological data (continuous/categorical/binary). A stepwise
procedure is proposed (three-step assessment) which harmonizes
guidelines and experience in various types of pharmacometric,
toxicological, and other studies related to the analysis of biological

effects on living organisms.

First step of assessment - differences between groups. Whether
a statistical significance can be the only basis for assessing the
complex, often multidimensional phenomena occurring in a living
organism is currently undergoing discussion [6,9,12]. This problem
has arisen, among others, as a result of “overestimating” the
possibilities resulting from determining the p-value and statistical
[13,14].
“p-hacking” or “asterisk hunting” is discussed in relation to the use

significance versus biological relevancy Currently,
of such an approach to significance analysis where initial analysis
shows a lack of statistical significance but the final analysis shows
significant differences between groups or an adequately powered
study [15-17]. Lack of significance in underpowered studies
is expected as the lower the sample size the stronger effect is
required to rich significance. The influence of this problem can be
remedied by publishing not only p-values but also effect sizes and
standard errors. This will allow meta-analyses combining smaller
studies to obtain a sufficient sample size. Meanwhile, there is an
agreement that the p-value alone as a key factor in determining the
significance of effect may have a very limited informative value. p-
values define evidence only in relation to a single hypothesis, and
therefore may not be useful when analyzing a complex biological
response [5]. This is why in the case of clinical studies, sometimes a
‘fragility index’ is recommended for p-value verification and study
robustness analysis [18]. The arguments for such an approach are

cited by many authors in various fields:

a) Lack of reproducibility of high-quality studies using
statistical significance for final judgment [6].

b) Insome studies, in psychology p-values may not be useful
[9,19].

c) p-value, or statistical significance, does not measure the
effect size, moreover large and increasing sample sizes that
lower p-values [8,12,19].

d) Hypothesis testing, at best, only highlights possibly
But

always can be determined, no matter if they are indicated as

interesting correlations. such correlations almost

“significant” by that measure. They are not a representation of
cause [20] In observational studies correlations irrespective
of size do not prove causation, acyclic directional graphs have
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been suggested for evaluating causal effects from observational
studies [21].

e) Beliefin a null hypothesis as an accurate representation of
the population sampled is confronted by a logical disjunction:
Either the null hypothesis is false, or the p-value has attained by
chance an exceptionally low value (Fisher’s Argument) [20] but
at least with statistical methods error rate can be controlled by
the researcher.

f)  p-values are often adjusted for multiple tests using many
correction factors (Bonferroni, Holm, Hochberg, Hommel) such
corrections are usually not used in a consistent way [20] better
guidance may be needed however the assumptions behind these
correction factors are known and can be used to determine the
appropriate one, also with Bayesian methods probabilities can
be assigned to obtaining set effect size by a chance

g) There are more and more recommendations to shifting
the p-value for example to alpha 0.005. A huge problem with
predefining and setting the alpha level may be that importance
of type I and II varies between studies, areas, and researchers
[22]. Give all effects SE and p-values and the reader can decide
which ones to follow. Making the threshold more strict will

further bias the literature (Bulmer effect).

In some guidance, depending on study aim, health authorities
(HA) explicitly recommend skipping statistical significance analysis.
For example, biologically significant adverse effects should be used
for no observed adverse effect level (NOAEL) calculations even if
they are not statistically significant [23]. The stage of preliminary
data analysis is currently proposed to be replaced by Bayesian
analysis or determination of confidence intervals (CI) [7,24].
Another approach could be a move from pure hypothesis testing
to predictive models based on predictive probability, which can
be verified against real data [20]. This however requires access to
preferably several independent data sets to be used for validation.
Further possibilities for replacing significance testing may include
equivalence tests, likelihood ratios, or information criteria [22].
Another alternative would be using power analysis to focus on
sample size based on the desired width for confidence intervals
or on the closeness of the sample statistics to their corresponding
population parameters [22]. However, in the studies strongly
focused on the 5R rule often unmeasured factors contribute to
increased variation and lead to effectively underpowered study
[25].

The second step of assessment-effect analysis. A typical
approach in many scientific studies is to build conclusions or final
evaluation of the study solely based on the statistical significance
of the difference between groups. Often, apart from determining
factors limiting the research model, no further assessment
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elements are implemented. But the answer to the question of
how to proceed to objectively assess the effect (after analysis of
statistical significance) has already been described in some fields.
For example, significance analysis between doses in parallel dose-
response studies is not necessary if a statistically significant trend
(upward slope) across doses can be determined [26]. Indeed, trend
analysis is directly related to the analysis of the effect features
- effect analysis. An example of the second step in biological
significance/relevancy of the effect analysis in clinical trials is
minimal clinically important difference calculated by different
methods (distribution base; anchor-based; Delphi) [27]. One of
the more widely known methods used in this case is represented
by effect size calculation which helps describe the magnitude of
differences [7,10,28]. Depending on the nature of the analysis of
effect size using methods like Odds ratio (OR), Cohen’s d, Cohen’s
f2 Hedge’s g, Glass A and A*, Steiger’s W, Pearson’s r, Spearman’s p,
Cramer’s V, Chi-square ¢, r2, adjusted r2, n-way ANOVA 2, 1-way
ANOVA 12, n-way ANOVA partial n2, 1-way/n-way ANOVA w2 are

recommended [29].

Statistically significant effects or changes may not be
meaningful for the general state of the system and this is why
“absence of evidence is not evidence of absence” [30]. A study may
be inadequately powered, e.g., due to model limitations or when
the mechanism or mode of action is not completely understood
or is unknown. Furthermore. e.g. biomarkers used for statistical
significance analyses could be only partially linked to the biological
effect (toxicological, clinical, etc.) and may not be representative
of the “true effect” but are only partially estimates thereof [31].
In such cases, researchers cannot be sure which biomarker is
directly and fully linked only to the desired effect. Moreover, one
or two markers never can represent all interactions in the entire
biological system of an animal or human. A biological effect is
the representation of a continuum of changes after a drug or any
other xenobiotic dosing. Quantitative indices or markers cannot
represent multidimensional characteristics of that continuum so
they could be only an approximation of the “true effect” [30].

In such cases, a statistical analysis based on such biomarkers
could not be fully but only partially linked to the biological
relationships? Even if biomarkers related to the mode of action
are very sensitive, they might not be directly linked only to the
expected biological effect. This problem has been described, for
example, in relation to carcinogenicity studies background genes or
local tissue processes [32]. It was emphasized that “even when an
hypothesized mode of action is supported for a described response
in a specific tissue, it may not explain other tumor responses”
[32]. Then, after statistical analysis, the difference between groups
could be statistically insignificant but for the desired effect, a
certain relevance may, nevertheless, be indicated e.g., by effect size
parameters like Cohen’s d or other effect size indices. Some criteria
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for this step of assessment were proposed but still need evaluation:
for example, the biologically relevant effect for at least 10% change
in body weight in toxicology [13]; clinically relevant effects in
population modelling are considered “clinically relevant” at> 20%
[33]; Cohen’sd > 0.8.

The third step of assessment - biological relevance assessment.
Both ‘significance CI analysis’ and ‘effect size’ are elements of
statistical consideration and may not always be the basis for a final
assessment of the impact of a particular factor on the biological
effect. This became the reason why “biologically significant effect”
was defined [34]. The term “biologically significant” is defined
in order to distinguish from “statistically significant” and to be
used as a key element of assessment when the term “statistically
significant” does not allow an adequate verification of the study
results. At present, this concept has not been fully harmonized, and
many terms are currently used: biologically relevant [13,35,36],
biologically significant [34,36], biologically or toxicologically
meaningful [35,37], noteworthy [30] biological importance [6,38],

biologically unrealistic [32], clinically meaningful [26], etc.

Biological relevancy of the findings should be a separate
step of analysis related to physiology and should be a matter of a
mechanistic biological/pharmacological/toxicological approach.
This kind of approach is part of the definition of biological
significance (... to distinguish from “statistically significant”). In the
case of carcinogen risk assessment studies and regulations, it was
emphasized that statistically significant differences may or may not
be biologically relevant [32]. The justification for this approach and
the separation between statistical analysis and interpretation of
the analyzed phenomenon is confirmed by some guidelines. In its
guidance related to chronic toxicity and carcinogenicity studies, the
Organisation for Economic Co-operation and Development (OECD)
refers to “statistical analysis being a part of the interpretation of
the biological importance, not an alternative” [38]. However, such
determination also needs to consider sufficient sample size (in
small samples large differences can be obtained due to natural
variability or unmeasured stratification). Another important
factor would be a determination of the outliers - their origin from
biological phenomenon can be biologically significant however a
risk of measurement error must also be considered.

Some good examples of the stepwise process of assessment are
NOAEL calculations or toxicological relevancy assessments based
on biomarkers levels [23]. In toxicology assessment, biologically
meaningful changesrelating to a change in biomarker levels could be
concluded when there is confirmation in histopathological changes
[37]. Studies conducted to investigate the effect of xenobiotics are
not validated. This is why reproducibility of the findings might be
challenging and further considerations based upon historical data
may be needed to derive biological relevancy. Lack of biological
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relevancy could be stated also if weak, equivocal, or notreproducible
responses or small statistically significant differences but within CI
of historical data are observed [35]. Statistics represent a valuable
and essential tool in toxicology, but they are often subject to misuse.
The most common form of misuse is confusing the results of the
analysis with data or proof of an association between treatment
and observed effect. Central here is that correlation is not proof of
causality [39]. In interpreting results of a study or assessment of
an endpoint (such as a drug causing liver damage), one needs to
consider notjust a finding of statistical significance in the difference
between a control and treated group, but all the other available
pieces of data that are available as well [40]. Examples of questions
raising concerns are: [s statistical significance found at only one
dose level? Or is there a dose-response at least across several
significant dose levels? Is the finding supported by other sets of
data? Are the several (potentially) associated aspects of clinical
chemistry, organ weights, histopathology, and other indicators of
adverse effects in alignment? Is the effect sufficient to indicate a
biologically or clinically significant effect? An example here would
be Hy’s law that increases in liver enzymes in patients need to be
3-fold greater to be considered clinically significant [41,42].

A finding of the adverse effect that stands on statistical
significance alone is weak and questionable in merit. There are
other frequent errors in the use of statistics. Briefly, combining or
pooling of data from nonidentical studies to achieve significance.
The case of claiming that benediction was teratogenic is an
example here. While there was not a single study supporting such
a conclusion by plaintiffs, lawyers, or experts when numbers of
multiple structural defects from multiple studies were combined, a
statistically significant result could be calculated.

This was overwhelmingly rejected by experts and by the
supreme court of the United States using a bidirectional and two-
sided hypothesis test to evaluate the statistical significance of a
single-sided hypothesis (and in toxicology, most hypothesis are
single sided - did the treatment in question increase a clinical
chemistry parameter or increases in tumour numbers). Using a two-
sided hypothesis test in such cases serves to double the plausibility
of finding a statistically sufficient outcome. Ignoring variance
inflation considering lack of statistical significance as proof of
lack of effect. Toxicology studies are performed with small groups
of animals. In the dose-response region surrounding a threshold
of effect, it is common for some animals to respond earlier/more
robustly than others. This can serve to inflate the variance in a
sample statistic, which in turn can preclude an effect being found
to be statistically significant. One should always pay attention to
measures of within-group variability when analyzing the results
of a study. If the standard deviation (or error) increases greatly in
a group, the meaning should be considered in combination with
other available data [43].
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Conclusions

Analysis of in vivo effects in pharmacology or toxicology could
be at most selective. Because of the complex nature of the measured
effects, they never have a chance to be fully specific. Full validation
of biological models and studies related to biological effects in
vivo is not possible. This is the main reason why the assessment
of such studies cannot be done in a purely quantitative manner
and why three-stage evaluation procedures apply in this case.
The three-step approach to analyzing results in pharmacokinetic,
pharmacodynamic, or toxicological studies is already to some extent
described by the guidelines of various agencies or HA. Unfortunately,
such an approach is not harmonized in any way. Suggestions on how
to proceed are described in an arbitrary and heterogeneous manner
across various documents. However, based on the experience
of many different fields related to pharmacometrics, toxicology,
clinical studies or drug residue analysis, etc. a structured three-step
approach to assessing biological data can be proposed.

A stepwise harmonized approach to assessing the result of data
analysis illustrating processes in biology seems to be the optimal
way to proceed in scientific research. Significance or CI analysis
as the first step, a measure of effect size as an irrespective second
step. The third key assessment step should cover translation of
the two previous steps of analysis to physiology, risk assessment,
or clinical practice depending on study nature. The current paper
shows that a stepwise procedure in biological effects assessments
could be used for data analysis to help in a planned way move from
statistical evaluation to conclusions.
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